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- Past TracePro Webinars
  http://www.lambdares.com/webinars

- TracePro Tutorial Videos
  http://www.lambdares.com/videos

- TracePro Tutorials
  http://www.lambdares.com/features/tracepro-tutorials
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Upcoming TracePro Training

- **University of Applied Sciences – Jena, Germany**
  - Introduction to TracePro – Mar. 10-11, 2014
  - Optimization with TracePro – Mar. 12, 2014

- **Littleton, MA USA**
  - Introduction to TracePro – Mar. 23 – Mar. 24, 2015
  - Optimization with TracePro – Mar. 25, 2015
  - Scheme Macro Programming – Mar. 27, 2015
Latest TracePro Release

TracePro 7.5.1

Released December 4, 2014

Customers with current maintenance and support agreements can download this new release at:
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Introduction

What is optimization?

• An act, process, or methodology of making something (as a design, system, or decision) as fully perfect, functional, or effective as possible. *(Source: Merriam-Webster online dictionary)*
Introduction

What are some of the parameters that can be optimized?

- Geometry
- Curvature
- Facets
- Position
- Angle
- Spacing
- Thickness
- Properties
Introduction

What many people would like to see
Introduction

What we can try to do
Why do we need an optimization process?
Why do we need an optimization process?

Why do we need an optimizer? - Brute force vs. Optimization algorithm –
The goal is to optimize the reflector shown below
Why do we need an optimization process?

Optimization Goal
Why do we need an optimization process?

Variable range – 40mm in Y-axis and 100mm in Z-axis
Why do we need an optimization process?

Variable range – 40mm in Y-axis and 100mm in Z-axis

Scanning the entire variable range in 0.1mm increments would take 41 x 101 = 4141 increments.

If the raytrace time is 1-minute per iteration, this would take around 70-hours to complete.
Why do we need an optimization process?

Brute force – Optimization Log after 14-hours of raytracing
Why do we need an optimization process?

Optimization algorithm – total time of about 2 hours 20 minutes with more rays traced for each iteration - Video
Optimization Theory and Methods
Optimization theory and methods

Generally there are 2 types of optimizers: Global and Local.

Global optimizers will search the entire solution space to find the best solution based on the optimization goal or merit function.

Local optimizers will find the solution closest to the starting point of the optimization process. Changing the starting conditions can change the results of the optimization process.
Optimization theory and methods

Examples of Global optimization methods include:

• Global Explorer
• Adaptive Simulated Annealing
• Global Synthesis
• Hammer optimization

Global optimization routines will generally have a function to allow them to escape from local solutions and sample more of the solution space in an attempt to find the best overall solution. Lens design programs such as OSLO will typically have global optimization options.
Optimization theory and methods
Optimization theory and methods

Examples of Local optimization methods include:

- Damped Least Squares
- Powell’s Method
- Nelder-Mead or Downhill Simplex Method
- Variable Scanning

Local optimization routines do not have an escape function and will tend to converge on the solution closest to the starting condition. Changing the starting conditions will allow the optimization routine to sample more of the solution space and see if better solutions are available. Illumination design programs such as TracePro will typically feature local optimizers.
Optimization theory and methods

Solution Space for optimization problem
Optimization theory and methods

Solution Space for optimization problem with possible solutions

- Local minima
- Solution Space
- Best Solution
Optimization theory and methods

Solution Space for optimization problem with possible solutions

Starting Positions
The Downhill Simplex, or Nelder-Mead, method for optimization was proposed by John Nelder and Roger Mead in 1965.

The Downhill Simplex method is a local optimization method, meaning it will converge to the solution closest to the starting point. It’s possible that a better solution is available. Changing the initial starting conditions can be used as a test to see if a better solution is available. This is a good choice when optimizing geometry, position, and rotation where it is desirable to “jump” around the solution space to find and then refine the best choices for variable values.
Optimization theory and methods

The Nelder-Mead method uses the concept of a simplex, which is a special polytope of N+1 vertices in N dimensions. Examples of simplicies include a line segment on a line, a triangle on a plane, and a tetrahedron in 3-dimesional space.

A polytope is a geometric object with flat sides, which exists in any general number of dimensions. A polygon is a polytope in two dimensions, a polyhedron in three dimensions, and so on in higher dimensions (such as a polychoron in four dimensions).

2 Variables = 2 Dimensions & 3 Vertices

3 Variables = 3 Dimensions & 4 Vertices

A simple example for 2 variables:

For two variables, the simplex is a triangle. The algorithm compares the error function at each vertex of the triangle, rejects the vertex where the error function is highest, and replaces it with a new vertex. This forms a new triangle and the process is repeated.

The process generates a sequence of triangles where the error function at the vertices gets smaller and smaller. The size of the triangles is reduced and the local minimum is found.

The method uses reflection, expansion, contraction, and shrinkage to generate the new vertices.
Optimization theory and methods

Methods for calculating new vertices

Reflection

Expansion

Contraction

Shrinkage

B = lowest error function
G = middle error function
W = highest error function

Optimization theory and methods

Optimization Log showing Downhill-Simplex operations – 11 variables
Optimization theory and methods

Variable Scanning method

- The Variable Scanning method is used to scan or step through all possible variable combinations.

- Scanning the range of a variable to find a suitable starting condition for the Downhill-Simplex optimization method.

- Moving a variable in fixed interval steps to monitor results.

- Tolerancing.

- Finding the best surface or material property for a given application by automatically scanning through all properties in a catalog and showing the simulation results for each.
Optimization theory and methods

Variable Scanning results examples – Selecting the best result by scanning though a catalog of diffuser properties
Optimization theory and methods

Variable Scanning results examples – Tolerancing example

Coupling Efficiency vs. Radius of Curvature
(25mm nominal radius of curvature)
Optimization Parameters and Settings
Optimization parameters and settings

- Variables
- Optimization operands
- Optimization settings
Variables are the parameters that are allowed to change during the optimization process. These can include:

- Control point position in 1, 2, or 3 dimensions
- Curvature
- Conic Constant
- Rotational Angle
- Distance
- Separation
- Pick-ups
- Custom or User Defined

When the variable is defined the range of the variable is specified. The range is how much the variable will be allowed to “move” during the optimization process. The range of the variable can be set to limit or control the size of the optical element.
Optimization parameters and settings

Variables can be Absolute, Relative, or Pick-ups

- **Absolute variables** are defined using absolute or global coordinates of the range of variables motion. If the original variable’s location is changed, the range will remain fixed.

- **Relative varies** are defined relative to current variable’s location, so if the variable is moved, the variable range will move with the variable.

- **Pick-ups** define the position and movement of a variable based on the value of another variable. For example, a variable can be defined as a Pick-up to maintain a constant thickness in a material, or a specific separation between 2 components.
Optimization parameters and settings

Absolute vs. Relative variable examples

Relative Variable

Absolute Variable
Optimization parameters and settings

Pick-up variable examples

Use to make both sides of the lens the same radius of curvature

Use to maintain a constant spacing between 2 surfaces/components
Optimization parameters and settings

Pick-up variable examples

Use to maintain a constant wall thickness in a reflector
Optimization parameters and settings

Number of variables to use: Not enough variables example
Optimization parameters and settings

Number of variables to use: Not enough variables example
Optimization parameters and settings

Number of variables to use: Too many variables example
Optimization parameters and settings

Number of variables to use: Too many variables example
Optimization parameters and settings

Number of variables to use: Adequate number of variables example
Optimization parameters and settings

Number of variables to use: Adequate number of variables example
Optimization parameters and settings

Optimization Operands

Optimization operands are used to define the target or goal of the optimization process. Some examples include:

- Flux
- CIE color coordinates
- Irradiance
- Irradiance Profiles
- Intensity
- Candela or Intensity Profiles
- Uniformity
- Beam Width
- User Defined or Custom
Optimization parameters and settings

Varying the starting point of the optimization process – Initial design and optimization goal
Optimization parameters and settings

Varying the starting point of the optimization process
Optimization parameters and settings

Varying the starting point of the optimization process
Optimization parameters and settings

Varying the starting point of the optimization process

44.6% 41.1%
59.7% 24.1%
Optimization parameters and settings

Improve the results by adding a second optimization target – use the lower right corner starting condition from the previous example.

Keep the Irradiance Profile target from the previous examples, but add an additional Flux operand with a target goal of 750 lumens.

The two operands can be weighted so that contribution of each can be varied. In this case they were set to have similar contributions to the overall error function.
Optimization parameters and settings

Improve the results by adding a second optimization target

Initial Optimization

After adding second optimization operand
Optimization parameters and settings

Improve the results by adding a second optimization target

Initial Optimization

After adding second optimization operand
Optimization parameters and settings

Optimization Settings

The optimization settings can be used to control how the optimization process runs. Changes in these settings can sometimes result in improvements in the final design. Wrong choices can lead to poor results.

Examples of optimization settings that can be varied include:

• Optimization type
• Characteristic Length – Ratio of Limits and Length
• Stopping conditions
• Number of rays traced
• Accurate source model – geometric or rayfile
Optimization parameters and settings

Optimization Method

Choose the optimization method that best suits the application.

• Optimizing geometry or position – choose the Downhill-Simple (Nelder-Mead) method and allow the optimizer to search through a range of variable.
Optimization parameters and settings

Characteristic Length

The Characteristic Length is an estimate of the size of the solution space for an optimization process. It is used when defining the initial simplex. Each vertex of the initial simplex is a variable set that is a function of the Characteristic Length and a random number.
Optimization parameters and settings

Different Characteristic Length Examples
Optimization parameters and settings

2 Variable Simplex – Iterations
Optimization parameters and settings

2 Variable Simplex – Iterations

Simplicies for 2 Variables - First 12 Iterations

Start Point

End Point
Optimization parameters and settings

Different Characteristic Length Examples

Characteristic Length = 0.1

Characteristic Length = 1

Characteristic Length = 10

Characteristic Length = 100

Characteristic Length = 200

Characteristic Length = 500
Optimization parameters and settings

Different Characteristic Length Examples

Characteristic Length = 0.1

Characteristic Length = 1

Characteristic Length = 10

Characteristic Length = 100

Characteristic Length = 200

Characteristic Length = 500
Optimization parameters and settings

Stopping Conditions

The stopping conditions determine when the optimization process will be considered finished or complete. Possible stopping conditions include:

• Goal is reached – the process stops when the goal is reached

• Number of iterations – the process will stop after a user defined number of iterations

• Iteration tolerance – the process stops when the variation in results from one iteration to the next falls below a certain level
Optimization parameters and settings

Number of rays to trace

Trace enough rays to get an accurate result in the analysis tools. If too few rays are traced the graphs can be “noisy” and the results will be difficult for the optimizer to interpret.

3000 rays traced

300000 rays traced

3000000 rays traced
Optimization parameters and settings

Accurate Source Model

It is very important to have a source model that is as accurate as possible. Source models can include rayfiles, source property files, and full 3D solid models of the source. A bad source model will lead to poor results.

Some factors to consider in a source model include: size, shape, angular distribution, spatial distribution, spectrum/color, and number of rays.
Optimization parameters and settings

Accurate Source Model

440 W/sr

91 W/sr
Hybrid System Optimization Example
Example: Hybrid System – Lens and Reflector

The Goal: Optimize the shape of a side emitting LED lens and reflector combination
Example: Hybrid System – Lens and Reflector

Set-up the side emitting lens
Example: Hybrid System – Lens and Reflector

Optimization Goal – Candela profile from 45 to 80 degrees and from -45 to -80 degrees with as little output between those lobes as possible.
Example: Hybrid System – Lens and Reflector

Optimization Log
Example: Hybrid System – Lens and Reflector

Candela Profile – Before and after optimization

Before optimization

After optimization
Example: Hybrid System – Lens and Reflector

Lens Profile– Before and after optimization

Before optimization

After optimization
Example: Hybrid System – Lens and Reflector

Add a reflector to the lens assembly
Example: Hybrid System – Lens and Reflector

Set-up
Example: Hybrid System – Lens and Reflector

Optimization Goal – Uniform Candela Profile from +/- 20-degrees falling to zero at +/- 25-degrees
Example: Hybrid System – Lens and Reflector

Optimization Log
Example: Hybrid System – Lens and Reflector

Candela Profile – Before and after optimization

![Graphs showing before and after optimization of a hybrid system with lens and reflector.](image-url)
Example: Hybrid System – Lens and Reflector

Lens Profile – Before and after optimization

Before optimization

After optimization
Example: Hybrid System – Lens and Reflector

The Goal: Optimize Lens and Reflector as a system
Example: Hybrid System – Lens and Reflector

Set-up
Example: Hybrid System – Lens and Reflector

Optimization Goal – Uniform Candela Profile from +/- 20-degrees falling to zero at +/- 25-degrees
Example: Hybrid System – Lens and Reflector

Optimization Log – Combined optimization
Example: Hybrid System – Lens and Reflector

Candela Profile – Before and after combined optimization

Before optimization

After optimization
Example: Hybrid System – Lens and Reflector

Lens and Reflector Profile – Before and after combined optimization

Before optimization

After optimization

TracePro
Example: Hybrid System – Lens and Reflector

Candela Profile – 2 different optimization procedures

Separate optimization

Combined optimization
Example: Hybrid System – Lens and Reflector

Lens and Reflector Profile – 2 different optimization procedures

Separate optimization

Combined optimization
Example: Hybrid System – Lens and Reflector

Photorealistic Rendering – 2 different optimization procedures

Combined optimization

Separate optimization
Example: Hybrid System – Lens and Reflector

Photorealistic Rendering – 2 different optimization procedures

Combined optimization  Separate optimization
Optimization Tips

• Start with a good initial design if possible
• Use accurate models including geometry and properties
• Use accurate source models
• Define enough variables so that the model is not over or under constrained
• Set the Characteristic Length to adequately sample the solution space
• Define achievable optimization operands or goals
Optimization Tips

• Trace enough rays so that the analysis maps are not noisy and the optimizer can make accurate decisions

• Change optimization parameters to check for better solutions

• Know the capabilities of your optical analysis and optimization software
Summary and Questions

Software based optimization allows the user to easily search a large range of solutions to find the best result for a given problem:

- Luminaire design process time can be shortened considerably
- Designs can be tested “virtually”, cutting down on the need for physical prototypes
- A large number of solutions can be searched in a short period of time
- In addition to geometric shape optimization can also include position, rotational angle, and properties
- Tolerancing can also be accomplished

For more information or to sign up for our free 30-day trial please visit us at:

www.lambdares.com

Phone: +1 978-486-0766   E-mail: sales@lambdares.com